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ABSTRACT— Online learning has 

accelerated with the development of the 

Internet and communication technology. The 

widely accessible open online courses are 

delivered using digital environments that 

allow students to participate at speed and 

location. Virtual learning environments 

(VLEs) have developed quickly in recent 

years, giving students access to high-quality 

digital resources. Online learning 

environments have numerous benefits but 

drawbacks, including poor engagement, high 

dropout rates, low engagement, and self-

regulated behavior, making students define 

their aims. Forecasting failed students in a 

VLE can help organizations and teachers 

improve their pedagogical practices and 

make data-driven decisions. This work 

proposes a Hybrid Deep Learning (HDL) 

approach to predict students’ performance 

utilizing ECNN (Enhanced Convolution 

Neural Networks) Resnet model-based 

classification algorithms. The HDL approach 

is evaluated using the OULAD (Open 

University Learning Analytics Dataset), 

which provides a comprehensive and reliable 

assessment of the model’s performance. The 

hybrid DLT approaches, demonstrating 

superiority, exhibited greater prediction 

accuracy than the existing classifiers. 

Index Terms—virtual learning environments 

(VLE), hybrid deep learning framework, 

enhanced convolutional neural network 

(ECNN). 

I. INTRODUCTION 

Student accomplishments are vital in higher 

education as they are quality measures of a 

university’s academic success record. Many 
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higher education institutions have 

established that high-quality education can 

change students’ mental abilities, awareness, 

and knowledge levels. Teachers seek 

strategies to increase student 

accomplishments and enhance teaching 

process effectiveness continuously. Recent 

technological advancements and DMTs 

(Data Mining Techniques) allow instructors 

to examine and analyze online databases for 

patterns representing student behaviors and 

learning. Despite the importance of student 

performance to the learning process, it is a 

complicated phenomenon impacted by 

various elements, including the teaching 

environment and personal study habits. 

There are several definitions of student 

performance. And analyses of student 

successes in their co-curricular activities for 

learning evaluations. However, most studies 

assert graduation as a gauge of students’ 

development.  

Traditional DMTs’ applications to address 

issues in education are called EDM 

(Educational Data Mining), and educational 

data includes student information, academic 

performances, and test scores. Reference 

class participation and student query 

frequencies are analyzed. Recently, EDM 

has become a powerful technique for 

forecasting academic successes, uncovering 

hidden patterns in educational data, and 

improving learning and teaching 

environments. EDM applications have given 

learning analytics a new perspective, 

including aspects of student data acquisition, 

understanding learning environments by 

inspections and analyses, and determining 

the ideal performances of students and 

teachers. Data about students and their 

environments, including institutions’ 

employment of novel strategies, are 

gathered, assessed, and reported using 

learning analytics to comprehend educational 

procedural changes better. Some research 

studies have employed educational data 

mining to forecast academic achievement; 

nevertheless, most of these studies have 

concentrated on traditional high schools and 

universities with little attention to college 

education. However, the CGPA (cumulative 

grade point average) is the primary emphasis 

of the dataset utilized in earlier studies, along 

with additional demographic information, 

ultimately making CGPA feature with 

maximum information gains.  

GPA (Grade Point Aggregates) of the 

courses that students took must be 

considered in the study since the CGPA 

combines elements of numerous GPAs 

across semesters and levels. This work 

intends to uncover markers for high 
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performances amongst teachers-in-training 

and predict future academic successes using 

academic datasets. Hence, further studies are 

required to improve elementary education, 

which helps to stop bad trends. Since most 

teachers at primary schools are trained 

exclusively in colleges of education, which 

primarily produce instructors meant for the 

education industry, therefore may need help 

understanding the behavior of students and 

the exact reasons for failing their courses. 

Using DLT (deep learning approaches)-

based mining, focused studies enable the 

management and evaluation of educational 

data obtained from multiple sources. 

II. LITERATURE SURVEY 

A. Predicting youth at high risk of aging 

out of foster care using machine 

learning methods  

Youth who age out, or emancipate, from 

foster care without permanency by age 18 

are at increased risk of experiencing 

difficulties during their transition to 

adulthood. Although general support 

programs have been implemented, it is 

unknown whether an earlier, more targeted 

and proactive identification of youth with a 

heightened risk of exiting care without 

permanency would improve both the services 

provided and the outcomes achieved. In the 

current study, we explored whether 

algorithmic approaches, using machine 

learning methods applied to historical child 

protection and welfare records, might assist 

child protection agencies to better identify 

and serve youth at high risk of not having 

established legal permanency by age 18. 

Importantly, we also describe how metrics of 

fairness and bias from the computer science 

literature relate to this specific use case. 

B. Innovative approaches to identifying 

and responding to the needs of high risk 

youth  

Following a critical review of key issues 

facing the delivery of effective, cost-attractive 

services to high-risk youth, and research 

addressing these experiences, we identify 

some innovative approaches to identify and 

respond to the multiple needs of these youth. 

The importance of providing family services 

with an ecological focus is stressed. Further, 

some exciting developments occurring in 

juvenile assessment centers, involving 

screening and in-depth assessment, as well as 

intervention strategies are presented. These 

innovative developments include for the 

Tampa Juvenile Assessment Center: 1) a 

family empowerment intervention service for 

arrested youth; 2) a family-focused early-

intervention, intensive case management 
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service for youth entering a diversion 

program; and 3) for the Miami-Dade Juvenile 

Assessment Center, the comprehensive 

program of research and program 

development occurring in the context of the 

National Demonstration Project. We conclude 

with a discussion of major issues facing the 

field and the continuing need for a national 

commitment to help the many troubled youths 

entering the juvenile justice system. 

C. Exploring online activities to predict the 

final grade of student 

Student success rate is a significant indicator 

of the quality of the educational services 

offered at higher education institutions 

(HEIs). It allows students to make their plans 

to achieve the set goals and helps teachers to 

identify the at-risk students and make timely 

interventions. University decision-makers 

need reliable data on student success rates to 

formulate specific and coherent decisions to 

improve students’ academic performance. In 

recent years, EDM has become an effective 

tool for exploring data from student activities 

to predict their final grades. This study 

presents a case study for predicting the 

students’ final grades based on their 

activities in Moodle Learning Management 

System (LMS) and attendance in online 

lectures conducted via Zoom by applying 

statistical and machine learning techniques. 

The data set consists of the final grades for 

105 students who study Object-Oriented 

Programming at the University of Plovdiv 

during the 2021–2022 year, data for their 

activities in the online course (7057 records), 

and attendance to lectures (738). The 

predictions are based on 46 attributes. The 

Chi-square test is utilized to assess the 

association between students’ final grades 

and event context (lectures, source code, 

exercise, and assignment) and the 

relationships between attendance at lectures 

and final results. The logistic regression 

model is utilized to assess the actual impact 

of event context on “Fail” students in a 

multivariate setup. Four machine learning 

algorithms (Random Forest, XGBoost, KNN, 

and SVM) are applied using 70% of training 

data and 30% of test data to predict the 

students’ final grades. Five-fold cross 

validation was also utilized. 

III. PROPOSED SYSTEM 

The overview of our proposed system is 

shown in the below figure. 

 

Fig. 1: System Overview 
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Implementation Modules 

Service Provider Module 

• In this module, service provider login to 

the system using valid username and 

password. After login successful, he can 

perform the following operations like 

train and test dataset, view trained and 

tested accuracy and view remote users. 

Train and Test Model 

• In this module, the service provider split 

the Used dataset into  train and test data 

of ratio 70 % and 30 % respectively.  The 

70% of the data is consider as train data 

which is used to train the model and 30% 

of the data is consider as test which is 

used to test the model 

Remote User 

• In this module, the remote user register 

to the system, and login to the system 

valid username, and password. After 

login successful, he can perform view 

profile, predicting risk student status. 

Graphical Analysis 

• In this module, display the graphs like 

accuracy and predicted ratio of the 

system. Various factors take into 

consideration for the graph analysis. In 

this phase plot the charts like bar chart 

and so others. 

 

 

 

 

IV. RESULTS 

 

Fig.2 Home Page 

 

Fig.3 Service Provider Login 

 

Fig.4 Model Accuracy 
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Fig.5 Model Accuracy Result 

 

V. CONCLUSION 

Academic achievement of students at any 

professional institution has emerged as 

management’s main concern. Early 

identification of pupils at risk for 

underperformance enables management to 

move quickly to boost those students’ 

performance through additional coaching and 

counseling. To find the best-performing 

predictive model, this study proposes an 

HDL framework to forecast students’ 

performance utilizing ECNN and Resnet 

model-based classification algorithms. Min-

max normalization is used to perform the 

preprocessing at first.  

Also, this work employed Butterfly 

optimization-based feature selection 

approaches to choose the top features from 

the dataset connected to students’ 

performance. Eventually, the HDL is created 

to effectively forecast high-risk pupils in a 

model based on a VLE. The OULAD is used 

to assess the proposed model, and the 

effectiveness of various classifiers is 

included in this study for comparative 

evaluations using the metrics of precision, 

recall, and F-score values. From the 

experimental results, the proposed HDL 

model has an accuracy rate of 95.67%, which 

is higher when compared with the other 

existing works like the DFFNN model 

(93.9%) and the MLP model (71.41%). 

Statistics demonstrate that the proposed FDL 

methodology produces better accuracy than 

current classification methods. 
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